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Abstract. This paper describes the TsinghuAeolus3D team, from fun-
damental problems and solutions that are considered last year, to new
ideas and methods employed recently. We first present a summary for
our previous work, which can be seen as a short documentation for our
source code distribution last year, then new research areas and advanced
artificial intelligence methods are discussed, which are at the heart of
our new team.

1 Introduction

The TsinghuAeolus3D have been participating in RoboCup Simulation 3D league
since 2004. Being in the top sixteen teams in RobCup 2005, Osaka, we published
our full source code online, which to our knowledge is the only source code dis-
tribution available to the public till now. The main research goal this year is to
employ different methods to solve different problems in this domain, possibly by
combining some of the together. A new decision making core discussed below
allows us to do research from different perspectives, which pushes us forward to
the goal.

One principle of TsinghuAeolus 2006 is to develop specified auxiliary tools
and our own libraries and maximize their contribution to our research and soft-
ware development. Purposes of some will be mentioned below.

The reset of the paper is organized as follows: section 2 is an introduction to
our fundamental work, much of which are from our source code distribution, Ts-
inghuAeolus3D 2005. Though immature, TsinghuAeolus3D 2005 provides frame-
works and ideas, which are essential for understanding our new team. Section 3
gives a summary of our current research and briefly discusses some issues we're
concentrating on, and what we may be researching in the future.

2 Fundamental work

World model and low-level individual skills are two most important parts in
TsinghuAeolus. In fact, due to limited time and lack of human power, little
work has been done besides them last year. Since a very simple decision system
was used in TsinghuAeolus2005, we omit their details here.



2.1 World Model

To offer a foundation layer for higher skill and strategy layers, we build and
maintain a world model of the game to provide a highly dependable simulation
of the real soccer world, including the ball’s and agents’ positions and veloci-
ties. The world model also updates these status dynamically and makes proper
prediction using a simplified physical model.

As noises are added every time when agents sense their coordinates, if the
received data is used directly, it would cause a loss in accuracy and a series
of inaccurate prediction. To deal with this problem, the Kalman filter uses a
variance value to enhance the accuracy of the original data and we achieved a
satisfactory result that the error is at most half the radius of the ball.

Another approach in noise reduction is about ball motion. By offline training
and data regression, we reconstructed our physical model of ball’s movement
and made adjustment to kicking angles in order to have a better precision. This
work greatly improved the accuracy of prediction and result in a more flexible
kicking action.

2.2 Individual Skills

The training of individual skills aims at providing a basic building block for the
high-level team play.

On one hand, we summarize the individual skills that are essential to high
level agent control into two layers.

The first layer aims at agent motion control without ball. The main problem
of this layer is to control the agent so that it moves along a pre-determined
path with a predictable direction and speed. In order to achieve this goal as
precisely as possible, we utilize the data from our experiments when building
the world model framework for regression of the agent motion function and the
agent control function.

The second layer aims at ball handling of a moving agent. This layer in-
corporates the ball’s motion control into consideration. We design a set of ex-
periments to extract the mapping information between the parameters of ’kick’
action and the effect. By regression of such functions, we are able to control
the agent to shoot the ball at a destination with very high accuracy. Combin-
ing the achievements from previous work, we are capable of providing higher
level with a portable interface that can virtually achieve predictable agent/ball
motion control.

On the other hand, basic skills are often arranged so that they form a com-
plicated skill to achieve relatively independent goal. Skills such as dribbling and
shooting are commonly used in soccer game. A naive approach is to implement
these skills as basic skills. However, due to the complexity of coping with a dy-
namic competing environment at a low altitude, we choose to move these skills
into a higher level to fully utilize the benefits of a broader view. The result is
that we can learn both strategies and skills using high-level approaches.



2.3 Future Work

From our previous work, we understand how accuracy affects our agents’ behav-
iors. In the future, we will center on improving the accuracy of our world model
to provide a better foundation for strategic design. The following are some of
the directions that we believe are promising in achieving our goals.

1. Designing automatic experiments to measure the real variance of the error
of position instead of using ad hoc methods.

2. Using dynamic Kalman filter to achieve better noise reduction.

3. Making offline training and learning in world model and agent skills more
systematic and automatic.

4. Using heuristics in probing the control space for optimal agent motion con-
trolling.

3 New Research Areas

Based on our early work, we concentrate on some particular problems to solve.
These problems are divided into three categories, but in fact there are a lot prob-
lems in each category. Some ideas below are currently not used in TsinghuAeo-
lus3D 2006, but we’re planning to at least try some experiments on them.

3.1 Training and analyzing basic behaviors

Research on single-agent behavior is not as easy as its name might suggest. Be-
cause of its simplicity, we need more accurate analysis. In order to be used in
decision making, the distribution of possible outcomes and their probabilities
need to be analyzed. The possible outcomes (ball positoin and velocity, time
elapsed when the ball is kicked) with their evaluations affect consecutive actions
to be carried out, often considered in the tactic module, while the risk is used
together with the team’s mental status, which may change during the match, af-
fected by the opponent. Given different requirement of action result, the actional
generator produces different action sequences, while the risk and the possiblity
of changing objectives (which may greatly affect the action) are only considered
in higher level.

Together with the action generator, a good tester, trainer and data analyzer
are recommended. To make things simpler, the action generator is designed as a
single input single output processor. In this way, predefined (or possibly joystick
controllable) instructions can be used to test if the agent can carry out simple
actions correctly.

To start a more complex research area, we chose some simple but typical
multi-agent situations. These situation include shooting, 2v1 passing, corner
kick and an offside trap. We apply reinforcement learning methods stated in
[2] and [3], and some of them can have relatively good analytical or hard-coded
solutions



3.2 Collaborative and adversarial behaviors

Once basic behaviors are learnt, we need to have good collaborative and adver-
sarial considerations. [17] is a good starting point, [18] and [19] are also good
references. Classical state-space search and real-time dyanmic programming [6)
are helpful, and real-time fuzzy decision tree [16] can be obtained via machine
learning. In addition to this, rough sets make knowledge-based decision mak-
ing more reasonable [20], and artificial immune system can be used in learning
team behaviors [1]. Modular Q-learning [4] is also a good solution to some of the
instances.

Communication is added this year. [12] provides a good paradigm, but there’re
still a lot to do to maximize the information retrieved via communication, help-
ing to make decisions. A good reference for evolving communicating agents can
be found in [9].

Opponent modelling is essential in finding different strategies for different
opponents. Though it’s very complex in nature, we made some effort in devel-
oping simple but useful opponent model and discussed some of the issues that
might be considered in the future. The modelling is divided into two layers: pa-
rameter adjusting and action predicting. Parameters may affect everything from
the way to generator basic actions, to the formation of the whole team. Action
predicting is very hard so merely very few kinds are investigated, like predicting
the passing target and dribbling directions. Currently a simple predictor is im-
plemented, located in the situation manager discussed below. A special case of
opponent modelling is described in [15].

3.3 Decision Making

This year, we developed a new decision making module, considering quite a few
different kinds of options, from local perspective to the global one. This module
can be seen as a set of suggestion maker, one evaluator, one decision making
core and a decision decoder. The decoded decision will be simple enough for the
low-level action generator to carry out.

There are three kinds of suggestion maker. The rule-based tactic manager
(both off-line and on-line) gives some concrete action candidates to be evaluated
and selected. Situation manager give warnings and instructions. For example it
gives a list of “DON’Ts” (e.g don’t be offside), and has the responsibility to keep
a good formation. Parameter manager give additional adjustment, restrictions
or requirements. First layer of opponent modelling is a part of it.

The evaluator sees if outputs of the suggestion makers are feasible adding
special requirement needed to make the decision executed successfully. It also
evaluates possible outcomes and corresponding risks.

The output of the evaluator is sent directly to the decision making core, which
combines all the suggestions with the evaluations, to provide a single decision.
It is worth mentioning that the core has its internal state, so the final decision
does not depends on the world model only. Rather, the core records useful history



information to find a better decision. One of the possible construction of this
adaptive action selector is described in [11].

When there are lot of plans that seems good, we have to consider actions
interdependence[13] and the reliability of internal prediction and estimation [7].
But when there seems to be nothing good to do, heuristic evaluation of a small
action set may help to make decision. The evaluation may be spatial information
of the current match, while a good opponent model may increase the accuracy of
the evaluation greatly. For both situations, heuristic planning [14] is a possible
choice. In many situations we have to change our plan, so temporal abstraction
is considered and used in reinforcement learning [8], to obtain better result.

3.4 Summary

In this paper, we briefly reviewed most important parts of TsinghuAeolus3D 2006
and relevant researches. While using largely computer science and techniques,
we're still seeking for motivations from cognitive science [10] and real human
decision making [21]. Though we’re not using these ideas this year, we’re most
likely to research on this area in near future.
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