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Abstract. This paper shortly describes the main strategies and meth-
ods that was used in Aria3d 2004 Soccer Simulation team. It also ad-
dresses important features and improvements that are going to be in
Aria3d 2005. First, we describe the agent’s localization methods imple-
mented in the team and those are under implementation. Next, we focus
on the method that is used in Aria3d 2004 for developing an environ-
mental model and prediction of the results of agent’s actions. The appli-
cations of this method that will be used for developing world model of
the Aria3d 2005 team are then mentioned.

1 Introduction

Aria3d Soccer Simulation team developed by a group of B.S. students of Amirk-
abir University of Technology. The team participated in Robocup 2004 and won
the first place in the first year of 3D competition. Previously our 2D team placed
7th in Robocup 2003 in Padova. Aria 2005 Soccer Simulation 3D team is heavily
based on the architecture of Aria 2004 3D team. We developed a layered archi-
tecture. This architecture is organized such that in each release of server we can
apply the changes to this architecture, easily[1].

We used an observational method to capture environmental parameters (e.g.
field friction and air drag) and model the effect of agents actions. World model
uses these parameters and messages received from server to predict agent and
ball’s movement. Currently, we are working on applying reinforcement learning
to improve the low-level skills. We also are working to apply a more improved
method (Particle filtering [2]) for localization instead of current one.

2 Localization

The localization of our agents is based only on the vision perceptions about the
flags that the agent receives from the server in each cycle. Because the agent
has a 360 degrees view of the field and no direction, the agent’s location can be
computed using relative position of only one flag. However, because the agent
percepts each flag with different amount of noise in each cycle (server generates
noise for each flag independently), we used all 8 flags information to minimize



the noise of localization. Using this method, the average error decreased to 3cm
in x-axis and 4cm in y-axis.

We used this simple method of localizing in the first year. In Aria3D 2005
we’re implementing Particle filtering, one of the more improved methods on
localization, to decrease the amount of localization error. This method previously
used successfully in [2] and [3] in 2D Soccer Simulation. It considers both current
vision percept of agent and its previous states and actions. The method needs the
world model to predict the effect of actions, which is described in the following
section.

3 Environment Modeling

Knowing the result of its actions in the environment, in which it lives, is a basic
requirement for an agent to be rational. We used an observational method for
collecting information about the environment and effects of an agent’s actions.
Here, we describe our method used for finding the effects of drive action on the
environment and the agent itself.

Fig. 1. The agent’s velocity when friction is the only force applied to it.

Two factors affect the agents movement in the field, drive as a positive factor
for movement and friction (including field friction and air drag) as a negative
one. First, to capture the effects of the friction on the movement we drove the
agent with power 100 (maximum power) in a constant direction, until we assured
that the agent reached the maximum possible velocity 1. Then we removed the
drive by sending drive(0,0,0) to the server. Observing the movement of the agent,

1 For testing purposes we changed some parts of the soccer server. we set action latency
and sense latency [4] to zero and removed the noise of the sense messages such that
our test agent always get accurate visions and it’s actions is applied by server without
any delay.



Fig. 2. The agent’s acceleration when friction is the only force applied to it.

Fig. 3. The agent’s acceleration in the result of drive action only.

we obtained the graphs in Fig. 1 and Fig. 2 for the effect of friction on the agent’s
velocity and acceleration.

Using math tools and graphs, we approximated agent acceleration as a func-
tion of velocity (when friction is the only force applied to the agent) and we
discovered that this function is linear.

After that, to observe the effect of drive action we drove the agent with
different constant powers and logged the accurate velocity of the agent in specific
time fractions. You can see the results in Fig. 3.

As it can be seen in Fig. 3 the effect of drive power to agent acceleration is



also linear. To sum up, we drew the conclusion that an agent’s acceleration is
a function of power of the drive by which the agent is moving and the agent’s
speed (length of the velocity vector). There are also some constant numbers in
the acceleration equation. Knowing power of the drive and its current velocity,
we can simply predict agent’s position and velocity in next simulation cycles,
just by some kinematics computations.

In Aria 2005 3D team, we are using these predictions to minimize the effect
of sense and action latency of server.

4 Conclusion

In this paper, we described a few aspects of our current team. We addressed the
way we implemented the world model and prediction functions. In addition, the
method used for localization is described. We think the 3D soccer simulation
league is a good opportunity to port the ideas in Soccer 2D to a more complex
environment and present new ideas.
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