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Player agents in simulated robotic soccer act on the basis of uncertain knowledge 

and have single-channel, low-bandwidth, unreliable communication with each other 
[1]. In such an environment, the coach client that receives exact information about the 
field and can communicate with players reliably helps them to coordinate and 
cooperate. The coach receives complete information about the field from the 
SoccerServer and can advice players in a specified language; CLang [2]. 

To advice players in an adversarial environment like Robocup simulation league, 
an appropriate opponent model is needed. To achieve that, we are working on 
clustering opponent team formations [3, 4] according to the player’s presence in 
different regions of the field. These informations assist our coach for selecting a 
suitable formation to counter with opponent team in each situation and suggesting 
players to use specific regions of the field.Also we considered the problem of 
recognizing the sequential behavior of opponent team players [5]. This knowledge 
helps the coach to anticipate opponent players’ behaviors and find appropriate rules 
to counter them. 

Our coach has a set of predefined plans each have pre-conditions and post-
conditions. During the game, when it finds that a plan is suitable for execution, it 
sends appropriate advice in the form of Clang to the players. Another issue we 
concerned while designing a simulated soccer coach, is the development of a 
coachable team. We are currently working to make extensions to the architecture of 
our player agents, to have coachable player agents that also act autonomously. 
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