
Borregos3D Team Description 2009
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Gordon, Pablo Suárez, Mario Maqueo, Antonio Morales, and Jorge Ramı́rez2

1 Tecnológico de Monterrey, Campus Monterrey, Monterrey, NL, Mexico,
cfbh@itesm.mx, daalgaor@gmail.com, efren ce@hotmail.com,

leonardo.garrido@itesm.mx,
WWW home page: http://robocup.mty.itesm.mx/

2 Tecnológico de Monterrey, Campus Estado de México, Mexico, DF, Mexico,
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Abstract. This paper shows the description of our team Borregos3D
for the RoboCup Simulation 3D league. Last year in China we used a
basic set of behaviors like walk, kick, turn and stand up. We achieved a
very high speed for the walking gait using coupled oscillators. This year
campus MTY and campus CEM of our university are starting to collab-
orate to improve the agent behaviors and decision making algorithms.
We are paying special attention to the turn and kick behaviors as they
were among the slowest gaits. Also, we are adjusting the localization and
worldmodel modules to handle the new restricted noisy vision. Finally,
we are planning to develop high level strategies like path planning and
passing, as well as a better goalkeeper behavior.

1 Introduction

This paper shows the overall architecture and characteristics of our soccer agent
team. For the first time, campus MTY and campus CEM of our university are
going to join efforts for increasing the quality of the current code and developing
high level decision making mechanisms. Students from campus MTY have par-
ticipated in the RoboCup simulation league since 2004, starting in simulation
2D and moving to simulation 3D later. Last year in China, our team, Borre-
gos3D, was among the TOP 8 teams of the tournament. Students from campus
CEM are venturing into the 3D league, but have a lot of experience in other
RoboCup leagues since 2002 in the four legged league with their well-known
team TecRams. More recently, campus CEM also has presence in the humanoid
teen-size and kid-size league with the team Bogobots and in the Robot Rescue
team TecRams since 2008.

Borregos3D was created back in the year 2004 for the Simulation 2D category
[16]. Later, in 2006, the team competed for the first time in the simulation
3D league of RoboCup Germany in the city of Bremen with spherical agents
which seemed very unrealistic. However, the platform offered a lot of advantages



compared to simulation 2D. A fuzzy bayesian approach for decision making in
RoboCup Simulation 3D was presented in the RoboCup Symposium [14]. Later,
a comparison between fuzzy bayesian classifiers and gaussian bayes classifiers
was published in [13]. and a set of physics models which were used in the goto
and dribble behaviors of the agents was published in [10].

A hybrid monte carlo localization with Kalman filter sensor fusion approach
was used for diminishing the effect of noise and uncertainty in the agent self
localization process, and was published in [11]. With this approach, Borregos3D
won the third place in the RoboCup Brazil Open 2006 competitions. For more
detail on Borregos3D team architecture and methodologies see [9] and [12].

In 2007, we participated in the first humanoid simulation competition in
Atlanta, USA, using humanoid agents for the first time which were based on
the Fujitsu HOAP-2 robot. Later in that year, we were the organizers of the
3D simulation league in the 3rd. RoboCup Latin American Open celebrated in
Monterrey, Mexico. In 2008, we made it to the TOP 8 in the RoboCup China
competitions in the city of Suzhou, using a new agent model inspired in the
Nao robot of Aldebaran Robotics (fig. 1), which is the new official robot for the
RoboCup Standard Platform League.

We are now focusing on improving low level behaviors, specially turn and
kick because they were slow and among the most critical points against other
teams. Also, we have to do the corresponding changes to the localization and
worldmodel modules to handle the new restricted vision, as well as implementing
better algorithms for high level decision making and a better goalkeeper. Finally,
we are planning to implement communication protocols among agents to allow
definition of roles and strategies.

2 Architecture

The architecture of the agent (fig. 2) is described by three different layers:

External Server Layer Any type of 3D simulation server can interact with
the Borregos3D Agent, as long as the classes for interaction are previously
defined (the server model and the robot models).

Server Interface Layer This layer is a black box by which a Borregos3D
Agent senses the information of the current simulation step from the server
and transforms it into a Message Object, and after the thinking process, an
Action Object is generated and an action is sent to the server. The Server
Model dictates the structure of the percepts and actions of the current server.

Agent Layer This layer provides several modules for the internal working of
the agent: the server model, the robot model, the localization model, the
world model, the decision module, several behavior implementations and
a command list for the current simulation step. The command list is con-
structed from the actions of the behaviors and from the memory in the World
model. This layer is initialized with general information about the current
execution of the agent: the server ip, server port, the server model, the robot
model, the team name and player number.



Fig. 1. Borregos3D architecture.

3 Walking gait

Developing stable and reliable walking patterns is one of the fundamental prob-
lems in humanoid robots. It is said that a statically stable pattern is that in
which the Center of Mass (CoM) relies on the supporting area of the robot when
walking. A dynamically stable pattern is that in which the Zero Moment Point
(ZMP) is within the supporting area. The supporting area is the convex hull of
the robot’s feet. Developing a dynamically stable gait is harder, but can lead to
faster walking behaviors.

We are using a method for walking which consists on coupled oscillators
for controlling the joint trajectories during walking. This approach is similar to
Central Pattern Generators (CPGs) and it has been applied in the real HOAP-2
robot in [15]. In a near future, we plan to combine the center of mass with the
coupled oscillators to get even better results. The coupled oscillators allowed our
agents to be among the fastest in RoboCup China 2008 and lead us to the TOP
8 teams of the competition.

In the aforementioned approach, the rhythmic component of the walking gait
is described by a system of coupled oscillators modelling the controller phase (φc)
and the robot phase (φr) with the following equations:

φ̇c = ωc +Kcsin(φr − φc) (1)



Fig. 2. Borregos3D architecture.

φ̇r = ωr +Krsin(φc − φr) (2)

However, the robot natural phase ωr and the coupling constant Kr are un-
known as they depend on the robot dynamics. The robot phase is detected with
the position C and velocity Ċ of the center of pressure:

φr = atan2(Ċ, C) (3)

The center of pressure is scaled into the range [−1, 1] where −1 indicates that
the robot is standing in its right foot, 1 indicates that the robot is standing in
its left foot and the numbers between them indicate a transition from one foot
to the other.

The desired trajectory for each joint is a peudo-sinusoidal wave with phase
φc and phase differences depending on the current state of the walking gait.
Thus the trajectories are computed with the numerical integration of φ̇c and the
joints are moved with PID controllers. The amplitudes of the sinusoidal waves
are currently hand tuned, but we are planning to use genetic algorithms for
searching the parameter space for better amplitudes.



4 Improving from experience in the Four-Legged league

As mentioned before, campus CEM has experience in the Four-Leggen league of
RoboCup. Within this context, they have had to develop several algorithms and
methods to allow Sony AIBO ERS-7 robots to play.

For the new restricted noisy vision, campus CEM developed a perception
system [6, 4, 1, 18] that allows fast color segmentation. Our best method was
to use implicit surfaces to adapt to different color regions [3, 2] this gave very
good results. We later also experimented with Fuzzy Q-learning [5] trying to
adapt to variable light conditions. We finally succeded with good adaptation to
variable conditions [17] that allowed to win 2nd place in the Open Challenge of
the Four-Legged league in RoboCup 2007.

We have also develop several methods for allowing agents to play using strate-
gies. We first developed communication using KQML and endowed agents with
the capability of communicating and interacting with each other by using inter-
action protocols like Contract-Net[20, 21]. Agents using this method were tested
in a simulator and developed emergent behaviors that allowed them to attack
the opponent team by moving the ball back and then passing when opponents
had moved from their defense positions.

An automatic behavior generation was also developed [19]. This system gen-
erates very basic behaviors like find-ball, follow-ball, etc. very efficiently. This
might probe useful for our purposes of improving turn and kick behaviors.

Finally, we have developed a notation to develop, describe, test and modify
strategies (SSDS). This allowed us to create a team agent architecture (TABA)
that based on the current events, can select the best predefined play and instruct
agents to execute it [7]. Results in a simulator were very encouraging allowing
agents using SSDS and TABA to win more often over agents not using these
methods [8].

5 Conclusions

Through this paper, we discussed our current and planned research for our Bor-
regos3D RoboCup 3D Simulation team. We have participated in RoboCup Sim-
ulation competitions since 2004 and this year we are joining efforts with campus
CEM from our university whose students and academic staff have a lot of ex-
perience in the RoboCup four legged league. Joint efforts will prove to be very
efficient to adapt previous work and generate new methods for the competition
in Austria.

We are focusing on three main tasks: improving low-level behaviors such
as turn and kick, adapting the localization module to the new restricted vision
perceptor and developing decision making mechanisms for high level cooperation
and coordination of agents.
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Mobile Robots: Perception & Navigation, chapter 8 Accurate color classification and
segmentation for mobile robots, pages 149–164. Robotics & Automation Open
Access Platform. Pro Literatur Verlag, Germany, February 2007. Open Access
Database www.i-techonline.com (http://s.i-techonline.com/Book/Mobile-Robots-
Perception-Navigation/ISBN3-86611-283-1.html).
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México, 2005.


